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Abstract. This paper explores the role of explanations in mitigating negative re-

actions among people affected by AI-based decisions. While existing research 

focuses primarily on user perspectives, this study addresses the unique needs of 

people affected by AI-based decisions. Drawing on justice theory and the algo-

rithmic recourse literature, we propose that actionability is a primary need of peo-

ple affected by AI-based decisions. Thus, we expected that more actionable ex-

planations – that is, explanations that guide people on how to address negative 

outcomes – would elicit more favorable reactions than feature relevance expla-

nations or no explanations. In a within-participants experiment, participants (N = 

138) imagined being loan applicants and were informed that their loan applica-

tion had been rejected by AI-based systems at five different banks. Participants 

received either no explanation, feature relevance explanations, or actionable ex-

planations for this decision. Additionally, we varied the degree of actionability 

of the features mentioned in the explanations to explore whether features that are 

more actionable (i.e., reduce the amount of loan) lead to additional positive ef-

fects on people’s reactions compared to less actionable features (i.e., increase 

your income). We found that providing any explanation led to more favorable 

reactions, and that actionable explanations led to more favorable reactions than 

feature relevance explanations. However, focusing on the supposedly more ac-

tionable feature led to comparably more negative effects possibly due to our spe-

cific context of application. We discuss the crucial role that perceived actionabil-

ity may play for people affected by AI-based decisions as well as the nuanced 

effects that focusing on different features in explanations may have. 

Keywords: explainability, actionability, consequential decision-making, ac-

ceptance, affected people 

1 Introduction and Related Work 

AI-based decisions affect the fate and future of individuals. This is true in high-stakes 

contexts such as medical diagnosis and treatment [1], hiring [2], and loan contexts [3]. 

Whereas users of AI-based decision-support tools (e.g., doctors, hiring managers, loan 

officers) can decide whether and to what extent they want to use such tools, people 

affected by AI-based decisions (e.g., patients, job and loan applicants) are in a very 
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different position [4]. Although regulation such as the European GDPR in principle 

requires the possibility to opt out of a fully automated evaluation by AI-based tools, 

people affected by AI-based decisions often have less control over whether and to what 

extent their health, job suitability, or creditworthiness is evaluated by AI-based tools. 

Particularly in high-stakes situations and when decisions are highly automated (i.e., 

there is little human influence on the decision), research has shown that people affected 

by AI-based decisions tend to react negatively to the use of AI-based tools [4], [5]. This 

critical view of AI-based decisions by the public can undermine the potential benefits 

of AI-based tools for society and can also be detrimental to the image of organizations 

that use such tools for high-stakes decisions. 

Providing explanations for AI-based decisions has been proposed as a promising 

way to counteract unfavorable reactions to AI-based decisions [6]. The basic idea is 

simple: by default, many AI-based tools do not provide any insights into their decision-

making. Providing explanations could help to better understand the reasons for AI-

based decisions, and thus lead to other positive effects such as a higher perceived con-

testability, higher perceived justice, or a general higher acceptance [7]. However, em-

pirical evidence supporting the expected positive effects of explanations on people af-

fected by AI-based decisions is surprisingly rare.  

In fact, most research on the effects of explanations by AI-based systems has focused 

on users of AI-based systems [7], [8]. It is questionable whether findings from this area 

can be generalized to people affected by AI-based decisions simply because the position 

of users in the decision context differs substantially from that of people affected by AI-

based systems. For example, the former can ignore AI-based outputs, whereas the latter 

are subject to these outputs. Additionally, the former may have more experience with 

and insight into these systems, whereas the latter may have little experience and no way 

of gaining insights into the systems decision rationale. Consequently, the needs with 

respect to explanations of people affected by AI-based decisions may also be substan-

tially different [7]. The few studies that have examined the perspective of people af-

fected by AI-based decisions have produced mixed results [4], [5]. Whereas some stud-

ies found positive effects of explanations on important outcomes such as perceived in-

formational justice, procedural justice and perceived overall fairness [9], others found 

no effect [10], ambivalent effects [6], [11] or even negative effects of explanations [12]. 

One possible reason for this heterogeneity is that research has often compared different 

explainability approaches without a clear rationale for why one would be better suited 

to the needs of people affected by AI-based decisions than others [6].  

In line with claims from research on algorithmic recourse [13], [14], we propose that 

one crucial need of people affected by AI-based decisions is the actionability of an 

explanation accompanying AI-based decisions. In other words, they want to be able to 

act on such explanations, they want to know ways forward, especially in cases where 

they experience a negative outcome in an AI-based decision situation (e.g., a loan ap-

plication is rejected). For example, instead of simply telling loan applicants that their 

application was denied because their income was too low, it may be more actionable to 

tell them that they need a certain percentage of additional income. This intuition from 

research on algorithmic recourse is supported by justice theory [15]. In fact, particularly 

in the case of a negative outcome, the perceived justice of a decision becomes important 
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in determining people’s overall reactions to the decision context [16]. In such cases, 

explanations need to be accurate, timely, and insightful to increase people’s perceived 

informational justice of the decision situation [15]. This line of reasoning supports the 

intuition that any explanation should be better than no explanation and that actionable 

explanations may indeed be what people affected by decisions desire in the case of 

negative outcomes. Further support for the role of actionability comes from research 

suggesting that the design of explainability approaches in a given context needs to be 

informed by people’s goals and needs [7], [17]. In the case of a negative outcome, peo-

ple affected by a decision may want to know what to do next. This requires an expla-

nation that is actionable.  

In line with these considerations, we thus propose that providing actionable expla-

nations should lead to more favorable reactions to an AI-based decision situation than 

providing no explanation or than providing a feature relevance explanation. Whereas 

feature relevance explanations should also be beneficial in terms of the perceived ac-

tionability relative to receiving no explanation at all, they typically only focus on giving 

people insights into important features that were important for the AI-based system’s 

outputs. In contrast, actionable explanations aim at telling people what to do in order to 

achieve a better outcome in the future [13], [14].  

To date there is little empirical evidence to support the claim that actionable expla-

nations can help to foster acceptance, let alone evidence that actionable explanations 

are better than other explanations at doing so. For example, Schoeffer et al. [9] intro-

duced their participants to a third-person perspective (seeing others being affected by 

an AI-based decision) and found that more detailed explanations led to more favorable 

reactions. Additional qualitative findings showed that their participants emphasized 

that the actionability of explanations and the actionability of highlighted features were 

important for them to find explanations helpful. Binns et al. also introduced their par-

ticipants to a third-person perspective and found that explanations had ambivalent ef-

fects: case-based explanations (highlighting cases similar to the affected person that 

may lead to insights into why a system has produced a respective output) led to com-

paratively more negative reactions than sensitivity-based explanations (highlighting 

what would have needed to be different for an output to be different; note that in other 

research, this kind of explanation was called a counterfactual explanation [13]). Addi-

tional qualitative insights may help to understand these findings because some partici-

pants mentioned that sensitivity-based explanations were perceived as more actionable. 

Singh et al. [14] found that participants in the role of a user (e.g., in the role of a loan 

officer) preferred more actionable explanations as the explanations that they would 

communicate to people affected by AI-based decisions. Additional qualitative findings 

indicate that explanations that focused on features that may be perceived as little ac-

tionable led to negative reactions. For example, their participants said that they found 

explanations that told people to increase their income by changing their job as impolite. 

One reason for this finding may be that this kind of explanation appears to be of limited 

actionability for many people who may not be able to simply change their job. 

To shed light on the role of actionability of explanations on people’s reactions to AI-

based decisions, our study employed a within-participant design where participants re-

ceived decisions with either no explanation, feature relevance explanations, or 
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actionable explanations. Additionally, we tested whether highlighting features with dif-

ferent degrees of actionability (i.e., where people could have the impression that it is 

easier to act upon the respective feature) affect people’s reactions to the AI-based de-

cision situations differentially. For example, we expected that most people would find 

it easier to apply for a slightly lower loan amount than to increase their income. If this 

actionability is important to people affected by AI-based decisions, providing more ac-

tionable explanations and focusing on more actionable features should lead to more 

favorable perceptions. This leads to the following hypotheses that we test in our study: 

Hypothesis 1:1 Receiving any explanation will lead to more favorable reactions to 

the AI-based decision situation (i.e., perceived attractiveness of the bank as a place to 

apply for a home loan, fairness, informational justice, procedural justice). 

Hypothesis 2: Receiving actionable explanations will lead to more favorable reac-

tions than receiving a feature relevance explanation. 

Hypothesis 3: Focusing in an actionable explanation on a more actionable feature 

(i.e., reduce the amount of loan) will lead to more favorable perceptions than focusing 

on a less actionable feature (i.e., increase your income). 

2 Methods 

2.1 Sample 

In our preregistration, we stated that we wanted to collect data from at least N = 120 

participants. We decided to collect the data via the university’s participant pool and via 

Prolific. We ended up with N = 156 participants before data cleaning. In line with our 

preregistered exclusion criteria, we excluded ten participants because they stated that 

their data should not be used (e.g., due to being inattentive), four participants who failed 

either one of two attention checks included in the questionnaire, and one participant 

who took less than 3 minutes to respond, indicating inattentive responding. We also 

excluded three participants who indicated their age to be 15 although we informed par-

ticipants in the beginning that only participants above the age of 18 are allowed to par-

ticipate. On average, the study took about 10 minutes to complete (SD = 3). Student 

participants were compensated with course credit and Prolific participants received 

£1.80. The final sample consisted of N = 138 participants. Of those, 68% were from 

Prolific. There were 67% participants who indicated their gender to be female, 32% 

male, and 1% diverse. The mean age was 39 (SD = 14). Regarding their education, the 

majority indicated that they had finished school (25%), had a Bachelor’s degree (37%), 

                                                           
1 We preregistered this study on https://aspredicted.org/5gq53.pdf.  There, we included an addi-

tional hypothesis that proposed that there would be an interaction effect, i.e., a stronger difference 

regarding the favorability of perceptions between the feature relevance and the actionable expla-

nation condition for the more actionable feature. However, due to an error in the study design, 

participants saw an old version of one of the feature relevance conditions. Specifically, one of 

the feature relevance conditions did not mention the amount of loan as the decisive feature but 

mentioned the “bank balance.” This made it impossible to test this interaction hypothesis. 

https://aspredicted.org/5gq53.pdf
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or a Master’s degree (25%). About half (55%) of participants had already applied for a 

bank loan before.  

 

2.2 Procedure 

The experimental procedure was approved by the IRB of the first author’s previous 

institution. The study was conducted in English and the experiment followed a within-

person design with five conditions: no explanation, a feature relevance explanation fo-

cusing on the loan applicant’s insufficient bank balance, a feature relevance explanation 

focusing on the applicant’s insufficient monthly income, an actionable explanation fo-

cusing on the applicant’s monthly income, and an actionable explanation focusing on 

the loan amount.  

After being directed to the online survey, participants were welcomed and received 

information about data privacy and about the study. After giving their consent, partici-

pants were informed that they had to imagine that they wanted to buy a house. They 

had applied for a home-loan at five different banks. They were then told that in all those 

banks, an AI-based system decides about their home-loan. They were then informed 

that their application was rejected by all of the banks but that the reasons that those 

banks have provided differ. They were then told that they will see the rejection letters 

from the banks, each followed by a set of statements regarding their reactions to the 

respective decision that they are asked to respond to. The rejection letters included the 

experimental manipulations and were presented to participants in a randomized order 

to prevent order effects on our results. 

Every rejection letter included the following information:  

 

"Dear applicant, we have deployed an AI-based evaluation software that helps 

us process applicant documents faster and with more precision. The data you 

have provided us with was 

• Your age, Tenure, Income, Bank Balance 

We regret to inform you that the AI-based evaluation software has rejected your 

application for a home-loan -EXPERIMENTAL MANIPULATION-. 

We thank you for choosing us and look forward to seeing you sometime again in 

the future." 

 

The EXPERIMENTAL MANIPULATION was then filled with the following infor-

mation 

a) No explanation condition: No additional text 

b) Feature relevance condition focusing on the bank balance: due to insufficient 

bank balance. 

c) Feature relevance condition focusing on the monthly income: due to insuffic-

cient monthly income. 

d) Actionable explanation focusing on monthly income: However, you would have 

a higher chance of approval for future loan applications if you increased your 

monthly income by 10%. 
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e) Actionable explanation focusing on amount of loan: However, you would have 

a higher chance of approval for future loan applications if you reduced the 

amount of the loan you are asking for by 10%. 

For the actionable explanations, we decided to use the monthly income and the 

amount of loan anticipating that one would be perceived as more actionable than the 

other as indicated by the qualitative insights from [6], [9], [14]. We then decided for a 

10% increase or decrease to keep the 10% consistent. 

After each scenario, participants responded to measures capturing their perceived 

attractiveness of the bank as a place to apply for a home loan, perceived fairness, per-

ceived informational justice, perceived actionability, and perceived procedural justice 

(i.e., they responded to these items five times). After the final scenario, we asked about 

participants’ affinity for technology interaction, for their level of education, their soci-

oeconomic status, their demographic information, whether they had ever applied for a 

bank loan, if we could use their data for our analyses, and whether they have any addi-

tional remarks. In the end, participants were debriefed about the purpose of the study. 

 

2.3 Measures 

All items were measured on a 5-point Likert scale from 1 (strongly disagree) to 5 

(strongly agree) unless otherwise stated. 

To check if our experimental manipulation increased the perceived actionability, we 

captured perceived actionability with three self-developed items. Those items were “I 

found the explanation to be actionable”, “With the explanation I received, I now would 

know what to do differently the next time I apply for a loan”, and “It would be easy for 

me to successfully apply for a loan in the future given the information that I have re-

ceived from the bank.” 

Regarding measures to capture participants’ reactions to the AI-based decision situ-

ation, we measured perceived attractiveness of the bank as a place to apply for a home-

loan because this is a practically relevant reaction for organizations using AI-based 

tools to inform their decisions. Additionally, we focused on established measures re-

lated to the perceived justice [15] and overall fairness [18], [19] of the decision situation 

that were also used in prior research on the effects of explanations on people affected 

by AI-based decisions [9]. 

We measured perceived attractiveness of the bank as a place to apply for a home-loan 

with three items adapted from the organizational attractiveness measure by [20]. A 

sample item was “I would recommend others to apply for a home-loan at this bank.”  

We captured perceived fairness of the decision with two items by [18]. A sample 

item was “I think that the decision itself was fair.” 

We measured perceived informational justice with four items by [15]. A sample item 

was “Were explanations regarding the decision reasonable?” 

We measured perceived procedural justice with four items by [15]. A sample item 

was “Have those procedures been free of bias?” 

We captured participants’ affinity for technology interactions with the four items of 

the scale by [21]. Here, we used the original six-point response scale. A sample item 

was “I like to occupy myself in greater detail with technical systems.” 
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3 Results 

Table 1 includes overall mean values, standard deviations, and intercorrelations be-

tween the study variables. For this table, we calculated the mean over all scenarios to 

get insights into how the variables are correlated to each other. This table shows the 

uncorrected correlations and indicates that all study variables were positively and 

strongly correlated to each other as can be expected with measures on perceived justice 

and fairness [19]. The overall mean values for the dependent variables were all below 

the mean of the scale (i.e., below 3), indicating that the overall reaction to the decision 

context was rather negative, which can be expected in the case of a negative decision 

outcome (i.e., a loan being rejected). 

3.1 Testing of Hypotheses 

Figure 1 shows the mean values of the different scenarios for the dependent variables. 

For all hypotheses, we calculated several hierarchical linear models with the partic-

ipant as a random factor to account for the nested nature of the data. Specifically, sce-

narios are nested within participants because all participants saw all scenarios. 

Hypothesis 1 stated that receiving any explanation will lead to more favorable re-

actions (i.e., perceived attractiveness of the bank as a place to apply for a home loan, 

fairness, informational justice, procedural justice). To test this hypothesis, we compared 

the no explanation condition to all the other conditions. Receiving any explanation led 

to more perceived actionability indicating that our manipulation worked as intended. 

Additionally, for all dependent variables, we found that receiving any explanation led 

to more favorable reactions. This supports hypothesis 1.  

Hypothesis 2 proposed that receiving actionable explanations will lead to more fa-

vorable reactions than receiving a feature relevance explanation. To test this hypothesis, 

we compared the feature relevance conditions to the actionable explanation conditions. 

The actionable explanations led to a higher perceived actionability indicating that our 

manipulation worked as intended. Additionally, we found that receiving an actionable 

explanation led to more favorable reactions for all dependent variables. This supports 

hypothesis 2. 

Hypothesis 3 stated that focusing in an actionable explanation on a more actionable 

feature (i.e., reduce the amount of loan) will lead to more favorable reactions than 

Table 1. 

Means and standard deviation between the mean of study variables over all scenarios. 

 

Variable M SD 1 2 3 4 5 6 

1. Actionability 3.09 0.62            

2. Attractiveness of the bank 2.74 0.57 .61**          

3. Fairness 2.92 0.73 .57** .66**       

4. Informational Justice 2.83 0.63 .71** .60** .73**     

5. Procedural Justice 2.99 0.60 .67** .63** .73** .74**   

6. Affinity for technology interactions 3.49 1.07 .11 .11 .00 -.01 .10  

Notes. N = 138 
**p < .01 
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focusing on a less actionable feature (i.e., increase income). To test this hypothesis, we 

compared the actionable explanation focusing on the amount of loan condition to the 

actionable explanation focusing on the increase of income condition. Focusing on re-

ducing the amount of loan led to more perceived actionability indicating that our ma-

nipulation worked. However, we found no significant difference for fairness, informa-

tional justice, or for procedural justice. Focusing in the explanation on reducing the 

amount of loan even led to a lower perceived attractiveness of the bank.
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Figure 1. Mean values for the dependent variables across the experimental scenarios. 

Notes: Expl. = explanation, F = feature relevance explanation, A = actionable explanation. The error bars 

display standard errors. 



Table 2. 

Results of the hierarchical linear models to test the hypotheses 

HLM analysis for Hypothesis 1 

 Actionability  Attractiveness  Fairness  Informational Justice  Procedural Justice 

Predictors b CI p  b CI p  b CI p  b CI p  b CI p 

Intercept 1.71 1.55, 1.88 <.01  2.04 1.91, 2.18 <.01  2.08 1.91, 2.25 <.01  1.69 1.54, 1.85 <.01  2.42 2.29, 2.54 <.01 

No Explanation 

vs. Explanation 

1.71 1.55, 1.88 <.01  0.87 0.75, 0.99 <.01  1.05 0.90, 1.20 <.01  1.42 1.28, 1.56 <.01  0.71 0.62, 0.81 <.01 

Marginal R2 .31    .15    .14    .28    .13   

Observations 690    690    690    690    690   

HLM analysis for Hypothesis 2 

Intercept 3.12 2.99, 3.24 <.01  2.72 2.61, 2.83 <.01  2.97 2.83, 3.11 <.01  2.90 2.77, 3.03 <.01  3.08 2.97, 3.18 <.01 

Feature vs. Ac-

tionability 

0.63 0.49, 0.76 <.01  0.38 0.28, 0.48 <.01  0.32 0.19, 0.45 <.01  0.42 0.31, 0.53 <.01  0.10 0.03, 0.18 .01 

Marginal R2 .10    .06    .03    .05    .01   

Observations 552    552    552    552    552   

HLM analysis for Hypothesis 3 

Intercept 3.55 3.40, 3.70 <.01  3.20 3.07, 3.34 <.01  3.21 3.05, 3.37 <.01  3.29 3.14, 3.44 <.01  3.18 3.06, 3.30 <.01 

Income vs. Loan 0.39 0.22, 0.57 <.01  -0.20 -0.34, -0.05 .01  0.16 -0.01, 0.32 .06  0.06 -0.08, 0.20 .43  -0.00 -0.10, 0.10 .94 

Marginal R2 .05    .02    .01    .00    .00   

Observations 276    276    276    276    276   

Note. CI = 95% Confidence Interval N = 138.  



4 Discussion 

The goal of this study was to assess whether actionable explanations are better suited 

than less actionable ones at mitigating negative reactions in a consequential decision 

scenario with a negative outcome for people affected by an AI-based decision. The 

main findings of this study were that a) any explanation for the unfavorable outcome 

was perceived as more actionable and led to more favorable reactions, b) what we de-

fined to be more actionable explanations were also perceived as more actionable and 

led to more favorable reactions than feature relevance explanations, and c) focusing in 

an actionable explanation on a presumably more actionable feature (i.e., the loan 

amount) was perceived as more actionable, but led to less favorable reactions in the 

context of a loan application scenario.  

Consequently, one main takeaway of our study is that providing explanations – par-

ticularly actionable ones – can alleviate negative reactions to unfavorable decision out-

comes. In cases where AI-based tools make high-stakes decisions that affect human 

lives, it is inevitable that some people will not receive the outcome that they had hoped 

for. In particular, when AI-based systems make high-stakes decisions, this can lead to 

unfavorable reactions of people affected by AI-based decisions [4]. To mitigate such 

negative reactions, research and practice see potential in providing explanations for AI-

based decisions. However, research has produced mixed results in this regard [6], [10]. 

We found that any explanation is better than no explanation for a negative outcome. 

Participants expressed higher levels of perceived informational justice, procedural jus-

tice, fairness, and most importantly, had less negative reactions toward the banks that 

provided them with an explanation. 

Consistent with the intuition of research on the importance of the actionability of 

explanations for people affected by AI-based decisions [13], and consistent with qual-

itative findings from prior research [6], [9] indicating that actionability may be what 

people desire when they are affected by AI-based decisions, we found empirical evi-

dence for the positive effect of actionable explanations. In contrast to the specific fea-

ture relevance explanations that we chose, the actionable explanations suggested to par-

ticipants how to improve their chances of getting a loan next time. In line with justice 

theory [15], this improved our participants’ perceived informational and procedural jus-

tice, as well as the perceived overall fairness of the decision processes [9]. Furthermore, 

in line with the propositions by [7] and [17], actionable explanations seem to have been 

better at providing our participants with information that would help them to work to-

ward desired positive decision outcomes. This may have contributed to the overall more 

positive reactions when receiving actionable explanations. 

While we propose that our actionable explanation led to stronger positive effects 

than the feature relevance explanation because of its "actionability," there are also al-

ternative possible explanations. For example, highlighting what needs to be done to get 

a better result also provides additional insight into how the model works. This means 

that our actionable explanation is not only more actionable, but also provides more 

details for people to understand the system. Thus, the current results could be driven by 
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a "perceived understanding" effect rather than a "perceived actionability" effect. Dis-

entangling these effects will be a task for future research. Another task for future re-

search will be to understand the inherent subjectivity of the actionability of explana-

tions. By definition, actionability is a subjective aspect of explanations rather than 

something that can be described objectively. In other words, what is actionable for one 

person may not be actionable for another, and what is actionable for one person at one 

time may not be actionable for the same person in the future. In our study, our manip-

ulations all led to the expected effects on perceived actionability, but predicting whether 

an explanation will actually be perceived as actionable by people affected by AI-based 

decisions, and whether the respective explanations will have other expected down-

stream effects (e.g., on perceptions of justice) may be more complex in other contexts.  

Contrary to our expectations, focusing on the amount of loan as a supposedly more 

actionable feature in an actionable explanation did not have any additional positive ef-

fects. In fact, it negatively affected the perceived attractiveness of the bank. In line with 

previous research [6], [9], [14], we proposed this hypothesis because we expected that 

participants would think that it would require less effort on their part to reduce the loan 

amount instead of increasing their monthly income. In line with this reasoning, we 

found that reducing the loan amount was perceived as more actionable. However, this 

did not translate into positive reactions for the other dependent variables – although we 

want to highlight the slightly positive, but not significant effect on perceived fairness 

(b = 0.16, p = .06). Instead, providing the actionable explanation to reduce the loan 

amount led to a lower perceived attractiveness of the bank. In hindsight, this result 

makes sense. We can see that our participants imagined that they were asking for this 

amount of money for a reason. A bank that says that you should ask for less money may 

indeed sound unattractive. However, given that focusing on the features income versus 

loan amount led to different perceived actionability, given that there was a slightly pos-

itive (but not significant) effect of focusing on the more actionable feature on the per-

ceived fairness of the decision, and given that perceived actionability was significantly 

positively correlated with, for instance, the attractiveness of the bank, we still think that 

there is reason to believe that focusing on more actionable features in explanations can 

lead to more favorable reactions to AI-based decisions. Thus, future research could in-

vestigate the effects of focusing on other features in actionable explanations that may 

seem less problematic than a bank telling you to ask for less money (e.g., in the context 

of loans: repayment duration, interest rate).  

 

4.1 Practical Implications 

When using an AI-based system in a consequential context, it is worth considering to 

provide individuals who are confronted with a negative decision outcome with an ex-

planation. Although overall perceptions are still likely to be rather negative due to the 

strong effect that negative decision outcomes have, providing explanations can at least 

buffer some of the negative reactions [15]. Eventually, explanations may even help to 

maintain some degree of a positive organizational image. It is particularly advisable to 

provide actionable explanations. However, it is important to consider whether provid-

ing explanations may conflict with other goals. For example, providing people with an 
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actionable explanation could lead to making decision processes too transparent, ena-

bling people to game the system [7]. Likewise, imagine providing an actionable expla-

nation and having a person actually follow that explanation. If that person still does not 

get the desired outcome the next time they try, this can lead to particularly negative 

reactions. 

Another implication of our study is to be aware of which feature is highlighted in an 

actionable explanation. In our specific case, highlighting that the applicant should ask 

for a lower amount of loan led to less favorable reactions – most likely because a bank 

that tells you to ask for less money does not sound like a bank you would ask for a loan 

again. However, even this explanation led to more positive reactions than not providing 

an explanation at all. Nevertheless, it may be advisable for system designers to enable 

decision recipients to provide information to the AI-based decision tool in order to per-

sonalize the explanation process [14]. For example, if loan applicants consider the loan 

amount to be unchangeable, it makes little sense for an explanation to suggest reducing 

the amount of loan requested. Instead, the explanation could focus on other features 

that may also provide ways forward for applicants. Alternatively, systems could also 

provide a variety of explanations with different ways forward [14]. 

 

4.2 Limitations 

There are at least three limitations to our study that readers need to consider. First, this 

was a scenario-based study, there were no real consequences for the participants. Alt-

hough more than half of our participants had experience applying for a loan and could 

therefore probably imagine being in the situation described, being denied a loan in re-

ality can strongly impact people's lives.2 Thus, the effects of explanations may be dif-

ferent from what we found in this study. This may be particularly true for actionable 

explanations. For people affected by AI-based decisions, the importance of receiving 

actionable explanations may only be fully realized in actual decision situations. Thus, 

we could hypothesize that the effects of actionable explanations are stronger for actual 

decision situations. Second, we focused only on the loan context. Although there are 

similarities in other consequential situations such as hiring (e.g., individuals apply for 

different positions, they receive rejections, they may receive explanations focusing on 

different features, these features may differ in their actionability), the current findings 

need to be replicated in other contexts in order to generalize our insights. Third, for the 

sake of simplicity, we chose to compare a 10% increase in income to a 10% decrease 

in the loan amount. This 10% itself could feel differently actionable for increasing in-

come versus for decreasing the loan amount. Perhaps a 10% increase in monthly income 

would feel similar to a 30% decrease in loan amount. Nuances like these need to be 

tested in future studies.  

 

                                                           
2 Note that we tested whether including experience in applying for loan was a significant predic-

tor in our analyses and whether it changed our results. It was not a significant predictor in any of 

the regressions. The only effect that was affected by including experience with applying for loan 

was that receiving an actionable explanation did not lead to significantly greater perceived pro-

cedural justice compared to receiving a feature relevance explanation. 
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4.3 Conclusion 

Actionable explanations can be effective in mitigating unfavorable reactions to nega-

tive decision outcomes. Particularly in the case of consequential decisions, people want 

to know how they may be able to achieve a better outcome in future [13]. Our study 

showed that providing an actionable explanation led to better reactions to the decision 

process and to a better image for the company using the AI-based system to make its 

decision. Future research could further examine the specific needs that people have in 

these kind of decision situations with respect to the explanations they receive. Action-

ability seems to be one need, but we can also see others such as a personalization of the 

explanation process where people could inform the system about their specific situation 

and about what features would be more or less actionable for them. 
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