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Abstract. This legal article deals with the concept of regulatory sandboxes as 
part of experimental regulation to meet the challenges of digitalisation for legal 
regimes. It focuses on a critical analysis of the new provisions of the AI Act and 
their weaknesses in relation to the objectives of regulatory sandboxes to promote 
innovation and regulatory learning. Finally, suggestions for improvement and fu-
ture areas of application are outlined. 
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1 Introduction 

1.1 Regulating emerging technologies  
Digital technologies, in particular algorithm-based decision-making systems discussed 
under the term “artificial intelligence” (AI), pose special challenges to the concept of 
legal regulation. In addition to the characteristic of irreversibility, certain digital tech-
nologies represent a qualitative leap in that they lack an analogous counterpart in the 
physical realm. Predictions generated by algorithms are based on the analysis of vast 
quantities of data and thus require automated processes exclusive to the digital envi-
ronment. The need for legal guardrails as a response seems undisputed: the internet is 
supposedly a legal vacuum,[1] the prospect of deep-fakes and misinformation looms as 
a dystopic potential outcome,[2] AI-technology is used in war depending on the favour 
of private companies.[3] On the government side, there is uncertainty and a lack of 
knowledge about what is regulated and what is not. Consequently, there is a great need 
for future-oriented and resilient legal frameworks.[4] 
The question of whether to regulate does little to answer the difficult details of the 
“how”, which begins with the procedural aspects. The development of technology and 
legislative processes often exhibit stark differences since the law in the form of legis-
lation and technology move at different paces. On the one hand, the development of 
digital technology is flexible, dynamic, and progressing at a rapid pace. Law, on the 
other hand, especially in the form of legislation, is slow, reflecting the fact that negoti-
ating compromises and thus majorities in democratic processes takes time. On the con-
trary, technical innovations are a “moving target”, which challenges the often reactive 
functioning of the law.[5] The declared aim of political initiatives is therefore to create 
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“robust”, “future-proof” and “flexible” legal requirements.1 Finding the right way for-
ward is complex: abandoning regulation by law is not an option; entire laws cannot be 
changed in anticipatory obedience without closely looking at potential impacts. This 
dilemma creates a need for flexible but effective regulation, which could be met by 
experimental regulatory instruments, such as experimental clauses, regulatory sand-
boxes and temporary laws and evaluations.[6] For example, the discussion about ban-
ning Bitcoin at the European level,[7] shows how difficult the legal struggle for the right 
answers to disruptive technologies is. Regulatory projects are often (unfairly) accused 
of stifling innovation.[8,9] This is very present in the political debate, and many believe 
there is a risk of disproportionate requirements that will stifle innovation, pushing it out 
into other less stringent jurisdictions.[10]  
Instruments of experimental regulation are supposed to contribute solutions to these 
conflicts. In general, experimental regulation combines empirical evidence and legal 
requirements in a more flexible model than “traditional” legislation.[11] It foresees the 
testing of innovative products and services are to be tested in a supervised environment 
in close cooperation with the competent supervisory authority within a time-limited 
framework, often with the application of substantive legal exceptions or no enforcement 
letters.[12] The aim is to promote innovation, as well as to generate expert knowledge 
on the government side in order to adapt the regulatory framework or to gain insights 
for new administrative and legislative processes. Experimental regulation is not new, 
but remains relatively unexplored from a legal perspective in the field of regulating 
digital technologies.[13–15] Instruments of experimental regulation, which have been un-
derresearched in the context of law and new technologies,[12,16,17] could contribute to a 
solution by providing a flexible framework for the generation of state regulatory 
knowledge while also providing processes to promote innovation. Regulators can use 
real-world laboratories to create a testing ground for new technologies in which real-
world legal requirements do not need to be enforced during an experimental phase, thus 
providing insights into the object of regulation.[18] 

 
1.2 Experimental regulation: Regulatory sandboxes 
Regulatory sandboxes are part of the toolbox of new epistemic methods.[12,16] The AI 
Act now explicitly calls for the establishment of regulatory sandboxes as a measure to 
promote innovation in every member state on a national level, Articles 57 et seq.[19] 
The AI Act defines regulatory sandboxes as a controlled framework set up by a com-
petent authority which offers providers or prospective providers of AI systems the pos-
sibility to develop, train, validate, and test innovative AI systems, where appropriate in 
real-world conditions, pursuant to a sandbox plan for a limited time under regulatory 
supervision, article 3 (55). Recital 138 explicitly mentions the idea of regulatory sand-
boxes as part of a legal framework that promotes innovation and is future-proof and 
resilient.  

                                                           
1 Cf. Recital 138 EU Regulation 2024/0138 European Parliament legislative resolution of 13 

March 2024 on the proposal for a regulation of the European Parliament and of the Council 
on laying down harmonized rules on Artificial Intelligence (Artificial Intelligence Act) and 
amending certain Union Legislative Acts (COM(2021)0206 – C9-0146/2021 – 
2021/0106(COD)) (AI Act).  
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Furthermore, Recital 139 states that the aim is to support innovation and regulatory 
learning and counteract the information deficit in relation to the regulatory subject of 
“AI systems”, Article 3 (1).2 Sandboxes could provide for a controlled environment 
that fosters innovation and facilitates the development, training, testing, and validation 
of innovative AI systems for a limited time before release onto the market or put into 
service pursuant to a specific sandbox plan agreed between the prospective providers 
and the competent authority.3 Pursuant to Recital 139, participation in the regulatory 
sandbox should focus on issues that raise legal uncertainty for providers and prospec-
tive providers, allowing them to innovate, experiment with AI in the Union, and con-
tribute to evidence-based regulatory learning. 
In highly complex, technical areas, there is often a knowledge gap between the regula-
tory authorities and the specifics of the field to be regulated, specifically because ex 
ante, the unpredictability of these highly complex, dynamic technologies often eludes 
traditional forecasting schemes for hazard prevention, risk regulation, prohibition with 
reservation of authorisation, and ex ante risk assessment. In these fields there is a struc-
tural lack of information, as seen in the fintech-sector.[20,21] In addition, as evolving and 
disruptive technologies have a cross-sectional effect and touch on different areas and 
fields of law, their impact often simply cannot be assessed.[22] This is why there is a 
growing call for new legal instruments that can cope with digital transformation. Given 
the negative effects already apparent, a failure to react until all effects of new technol-
ogies are fully known or making wholesale changes to existing law is clearly undesir-
able. 
Nevertheless, regulatory sandboxes cannot and should not replace effective regulation 
or create large-scale exemptions from it. The focus at the regulatory level should there-
fore continue to be on creating effective regulatory requirements in the digital sector 
that protect fundamental rights and promote the public good. The AI Act is a first step 
in the right direction, but it still contains many gaps and inadequate provisions.[23] 
This paper examines regulatory sandboxes and related concepts from a public law reg-
ulatory perspective and adds to the ongoing debate, which primarily discusses regula-
tory sandboxes from the perspective of promoting innovation and the economy[16,21,17]. 
The potential for regulatory learning on the part of the supervisory authorities is another 

                                                           
2 The AI Act defines AI-System as “a machine-based system designed to operate with varyin 

levels of autonomy, that may exhibit adaptiveness after deployment and that, for explicit or 
implicit objectives, infers, from the input it receives, how to generate outputs such as predic-
tions, content, recommendations, or decisions that can influence physical or virtual environ-
ments”.  

3 Recital 139 states: The objectives of the AI regulatory sandboxes should be to foster AI inno-
vation by establishing a controlled experimentation and testing environment in the development 
and pre-marketing phase with a view to ensuring compliance of the innovative AI systems with 
this Regulation and other relevant Union and national law, to enhance legal certainty for innova-
tors and the competent authorities’ oversight and understanding of the opportunities, emerging 
risks and the impacts of AI use, to facilitate regulatory learning for authorities and undertakings, 
including with a view to future adaptions of the legal framework, to support cooperation and the 
sharing of best practices with the authorities involved in the AI regulatory sandbox, and to accel-
erate access to markets, including by removing barriers for SMEs, including start-ups. 
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important but underrepresented consideration and an explicit goal of the AI Act, Article 
57 (9 d). 
1.3 Concept of regulatory sandboxes  
The term ‘sandbox’ used in the AI Act originates from the field of computer science. 
In that field, sandboxes are generally referred to as isolated or quarantined areas where 
the effects are contained and do not affect the infrastructure, platform or business-crit-
ical networks on which they run.[24] The idea of regulatory sandboxes has similarities 
and differences. On the one hand, sandboxes can be specifically designed to provide a 
framework for promoting innovation by creating a ‘safe space’ for testing new business 
ideas within an existing or newly planned regulatory regime.[25] On the other hand, the 
aim of regulatory sandboxes is precisely to generate external effects and consequences 
for observation. At an abstract level, the overall aim of the sandbox is to gain knowledge 
of unknown facts, consequences and risks in all areas.  

The broader concept of sandboxes, where different scenarios are tested in a real en-
vironment, comes from the social sciences. Similar to the idea of sandboxes in com-
puter science, they act for example as test spaces for sustainable urban development.[26] 
However, not every real-world lab is a regulatory sandbox. Many real-world labs 
simply combine science and practice without necessarily leading to legal issues or the 
involvement of a regulator.26 These sandboxes are not included in the following analy-
sis. 

Regulatory sandboxes are also referred to as ‘real laboratories’, or rather derisively 
as ‘sandbox playgrounds’. Compared to the sandbox concept in social science, regula-
tory sandboxes are narrower in scope and mostly aim at improving innovation and reg-
ulation. Regulatory sandboxes therefore involve a regulator and a regulated party. They 
act as test rooms for innovation and regulation at the same time, allowing the testing of 
technologies, services, products or approaches that are only partially compliant with 
existing legal and regulatory frameworks, or where compliance is unclear. The first 
sandbox-style framework was established by the US Consumer Financial Protection 
Bureau (CFPB) in 2012, dubbed ‘Project Catalyst’. This programme aimed to foster the 
development and expansion of innovative consumer financial products and services. 
The objective was to collaborate with the community of innovators to ensure that su-
perior financial products and services were accessible to American consumers.[25] Even 
if the CFPB did not formally announce their initiatives as a sandbox, it followed poli-
cies such as No Action Letters4 that fulfilled many functions of a sandbox.[27] 

Outside the US, the UK’s Financial Conduct Authority (FCA) has been a pioneer of 
the specific concept of regulatory sandboxes, testing hundreds of applications in its 
sandbox since 2016.[28] In its sandbox, the FCA follows the concept of a market-driven 
regulatory sandbox with annual ‘cohorts’ selected from a general pool of aspiring in-
novators. Different forms of regulatory sandboxes are now being discussed. In contrast 
to general purpose sandboxes, thematic sandboxes are designed to pursue specific 

                                                           
4 No-action letters are designed to recognise the value of innovative financial technologies by 

committing the CFPB to take no enforcement or supervisory action with respect to the subject 
matter of the letter, Information Collection, 81 Fed. Reg. 8686, 8692 (Feb. 22, 20169).  
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policy objectives that are thematically limited.[25] This is usually done by limiting them 
to specific technologies, products, or business models. 
1.4 Legal context  
By creating a normative framework for new regulatory approaches, the law can make 
a decisive contribution to proactively shaping developments in digital transformation. 
Experimental regulation can be an important aspect of the development of the law. Fu-
ture-proof regulation requires flexibility on the one hand, and legal certainty and resil-
ience on the other. Digital technologies are limitless, which makes it all the more im-
portant to make the best use of existing legal possibilities in the interests of democracy, 
the rule of law, and the common good. 

In general, regulatory requirements, like all government action, are based on the law 
and the constitutional principle of proportionality (in the EU and all Member States); 
restrictions and requirements must be set in relation to the potential damage to legiti-
mate interests worth protecting, e.g. consumer protection, security, etc. However, there 
is already an information deficit in many digital technologies. As a result, the potential 
damage, or more precisely the potential risk, is not known. Different risk levels are 
reflected in national and European legislation: pharmaceuticals have to undergo an ap-
proval procedure, while operating a permanent business only requires notification. The 
idea of adapting traditional regulatory structures is obvious, as the “analogue” effects 
of digital technologies are more difficult to grasp. For example, when Facebook was 
launched, few people foresaw its development into one of the most powerful companies 
in the digital economy with an impact on political processes, elections and other public 
opinion-forming activities.  

Significantly, the matter at hand concerns a de facto regulation of something whose 
evolution is not yet known. This poses challenges for both sides, the product owner or 
developer and the relevant regulator. Structural uncertainty is not new to law, especially 
public law, most recently gaining public awareness during the pandemic. Unlike other 
related disciplines such as social and political sciences, experiments are not part of the 
tradition of administrative science and administrative law. In addition, highly regulated 
areas of law have often been developed for the interface of market access and thus do 
not correspond to the reality of digital products, which continue to evolve dynamically 
once they are already on the market. Regulatory sandboxes therefore offer a first op-
portunity to gain information and knowledge for regulators and participants at the same 
time. On the other hand, it is important to ensure that regulatory sandboxes should not 
become a carte blanche for risky products of dubious legality. While it should not be 
forgotten that product providers can design their products to comply with the applicable 
law, regulatory sandboxes do provide an opportunity for supervisors to gain valuable 
knowledge about the products they regulate while also allowing for the legal framework 
to be adapted to current developments. In all innovation efforts, the limits of the sepa-
ration of powers must be kept in mind. Although the legislator has the democratically 
legitimacy to decide on changes to the legal framework, the knowledge gained from a 
sandbox can only be provided by the administration. The protective purpose of the reg-
ulation is crucial: if this is not achieved de lege lata, the compatibility with the existing 
requirements is of little use. A combination of the two approaches therefore seems 
promising.  
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Regulatory sandboxes are intended to mitigate the the danger of regulation consist-
ently trying to catch up with current developments and new legal requirements being 
outdated even before they are adopted. Their application to matters involving an infor-
mation deficit is less clear. Information deficits exist, for example, in decision-making 
systems where the path from input to output is not 100% traceable, either because of 
the volume of data or the complexity of the calculation. This can be addressed in a 
number of ways, most commonly through a general ban or general authorisation of such 
technologies, through an ex-ante authorisation procedure as in pharmaceutical law, or 
through a ban subject to authorisation. Regulatory sandboxes could come into play to 
reduce the information deficit in all variations, but should not aim at deregulation or at 
reducing protection standards. Instead, sandboxes should serve to create an appropriate 
regulatory framework to bridge the gap between new technologies and regulations that 
may have been developed prior to the invention of the smart phone, let alone the app 
being developed.  

In other countries, regulatory sandboxes have already established themselves as an 
instrument in highly regulated areas such as the financial sector. So far, real-world labs 
have primarily been discussed in the context of financial market regulation, fintechs, 
blockchain, or crypto-assets. In Germany, they are a comparatively new phenomenon 
and not particularly popular: the Federal Financial Supervisory Authority has so far 
rejected regulatory sandboxes, citing a lack of mandate from the administration,[29] 
while the German Finance Committee rejected a proposal for regulatory sandboxes 
based on the UK proposal in mid-2020, citing consumer protection and conflicting Eu-
ropean law.[30,31] 

Regulatory sandboxes are now explicitly addressed at European level by the AI Act 
in Article 57 et seq. The AI Act aims to classify potential risk into different risk classes. 
It provides for prohibited AI systems (Article 5), high-risk systems (Article 6 et seq.), 
and low-risk systems to which only general obligations apply (Article 50). Risk is de-
fined as the combination of the likelihood of harm and the severity of that harm, Article 
3 (2). The group of high-risk systems will have the greatest practical relevance, as they 
are defined according to a dual regulatory approach of product safety law and the pro-
tection of fundamental rights. AI systems are considered high-risk under the AI Act if 
they constitute a product or a safety component of a product according to the harmo-
nised provisions of Annex I, and are also subject to conformity assessment by third 
parties or pose a threat to fundamental rights in the case of the examples of use in Annex 
III. The danger of AI systems may be obvious in some cases, such as social scoring. 
Fundamentally, however, the problem remains that law alone cannot regulate the multi-
dimensional nature of risks, especially in the case of AI. An “all or nothing” approach 
does not seem promising either, but it is important to be aware of the limits of legal 
regulation from the outset.  
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2 Examples 

Most examples of regulatory sandboxes can be found in the fintech sector. This is due 
to the fact that this is a highly regulated market, which is at the same time highly inno-
vative and has undergone significant changes on the supply side in recent years. 

In Norway, the federal data protection authority established a “regulatory privacy 
sandbox” in 2020 to establish and stimulate privacy-enhancing innovation and digital-
isation.[32] Every year 3-4 applicants were selected, resulting in 12 projects in total 
having been tested in the sandbox by 2023. Participants came from the private and 
public sectors in the fields of health, transport, environment, and digital consumer ser-
vices. In addition, generative AI applications were tested in a targeted manner.[33] The 
DPA documented the selection of participants in a transparent and comprehensible 
manner, and the sandbox has already been evaluated. Its hosting by the Norwegian DPA 
means it has retained the clearly defined objective of privacy enhancing technologies 
as central. The documentation, evaluation, and time limit of the sandbox, as well as the 
clear competences and focus on the DPA’s objectives promote ethical and responsible 
application without limiting official supervision. The guiding principles rely on the eth-
ics guidelines for trustworthy AI from the High-Level-Expert Group on AI set up by 
the European Commission.[34] After a pre-defined timeframe, the DPA publishes a de-
tailed exit report. In a comment on the Commission’s draft AI law, the Norwegian DPA 
echoed the general criticism of the lack of precision in the Commission’s draft AI law 
in its concerns about the concept of regulatory sandboxes, stating: “However, we also 
see a need for some guidance on how competent authorities can strike a good balance 
between being a supervisory authority on the one hand and giving detailed guidance 
through a sandbox on the other. We propose that the AI Act specifies that participation 
in a sandbox does not constitute a stamp of approval, and that the organization/control-
ler is still accountable for its processing of personal data.”[35] 

France has also set up an “Edtech sandbox” under the French data protection author-
ity. This aims to help participants to develop and include data protection by design as 
required by the GDPR into their products. So far, the French approach does not provide 
for enforcement exceptions and is limited to legal and technical assistance to partici-
pants by the authorities. 

Spain quickly followed suit in 2020, launching its regulatory sandbox on AI even 
before the AI Act came into force. The regulatory sandbox is housed in the newly es-
tablished AI supervisory authority, the Spanish Agency for the Supervision of AI, lo-
cated at the Ministry of Digital Transformation.[36] Thus far, Spain has established two 
sandboxes, one for the financial system, pursuant to the Law 7/2020 of 13 November 
on digital transformation of the financial system, and another for the electricity sector 
as a result of Royal Decree 568/2022 of 11 July establishing the regulatory framework 
for research and innovation in the electricity sector. In contrast to other sandboxes, the 
Spanish sandbox will be set up essentially to serve as a vehicle for studying the opera-
bility of the requirements of the AI Act, It is expected to result in reports on best prac-
tices and the compilation of technical guidelines for execution and supervision based 
on the evidence obtained, rather than collaborating with the authorities in defining and 
developing an adequate regulatory framework.[37] 
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There are currently no regulatory sandboxes at federal level in Germany. In the po-
litical debate, the term “real-world laboratories” is used more often than “regulatory 
sandboxes”. However, North Rhine-Westphalia (NRW) was the first federal state to 
launch the “Digi-Sandbox.NRW” project. So far however, these projects do not specif-
ically focus on AI. There are also no plans for cooperation with a specific supervisory 
authority, but there is some support for the establishment of real-world laboratories.  

At the federal level, a Real World Laboratory Act is planned, which provides for a 
one-stop-shop principle with a competent authority. The Federal Ministry of Econom-
ics and Technology (BMWi) has presented a concept for a Real-World Laboratory Act, 
which is intended to enshrine overarching standards for real-world laboratories and ex-
perimental clauses in law, and also to enable new real-world laboratories in important 
areas of digital innovation.[38] A public consultation phase was completed in 2023. 
There has so far been a lack of legal standards for real-world laboratories. Potential 
areas of application under discussion include AI applications in the field of modern 
mobility or Industry 4.0, innovative digital identification procedures, e.g. for digital 
driving licences, and digital legal services and procedures. The planned mandatory re-
view of the experimental clause in the legislation is particularly interesting, as it is in-
tended to allow the continuous identification of new areas of application. The main aim 
of the concept is to create innovation-friendly and thus economically favourable pro-
spects for companies and strengthen Germany as a business location. However, another 
persistent problem is that the legislator is lagging behind digital transformation without 
actively shaping it. 

3 Regulatory Sandboxes and the AI Act 

Regulatory sandboxes, experimental clauses, and experimental regulation in general 
are relatively unknown in EU law. This is partly due to the fact that experimental reg-
ulatory approaches are viewed with suspicion, as a legal vacuum incompatible with 
legal certainty or the unity of the legal order.[39] The AI Act now creates the first hori-
zontal regulatory regime for sandboxes on the Union-level. The following is an outline 
of what can be expected for regulatory sandboxes based on the AI Act as released 
3.1 Establishment of regulatory sandboxes 

This requirement for at least one AI regulatory sandbox as established in Article 57 
AI Act can also be satisfied by establishing this sandbox jointly with the authorities of 
other member states. The obligation can also be fulfilled by participating in an existing 
sandbox as long as that participation provides an equivalent level of national coverage 
for the Member States, Article 57 (1). Article 52 (2) provides for additional regulatory 
sandboxes to be established at a local and regional level, thereby showing that the re-
quirements are not intended to be exhaustive. The goal is to provide a controlled envi-
ronment for the development, testing, and validation of innovative AI systems under 
the direct supervision and guidance of the competent authorities. Article 57 (9) explic-
itly states that the establishment of regulatory sandboxes shall follow the objectives of 
improving legal certainty and compliance with the AI Act and other applicable law, 
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supporting best practices, fostering innovation, contributing to regulatory learning and 
facilitating access to the Union market for start-ups and SMEs.  

The European Data Protection Officer may establish a regulatory sandbox at the Un-
ion level for Union institutions. Article 57 (4) also requires competent authorities be 
adequately resourced for regulatory sandbox tasks, as well as cooperation and collabo-
ration between the authorities and with the AI Office where appropriate.  
3.2 Procedural aspect and governance  
In terms of procedure, participants and the supervisor must agree on a specific sandbox 
plan. Instructions to participants are optional, but the supervisor is required to provide 
guidance on supervisory expectations, Article 57 (5-7). The publication of final reports 
should have been mandatory rather than subject to the consent of participants, Article 
57 (8). This would, for example, improve the situation for consumers who are better 
able to verify the “sandbox” label. The involvement of data protection authorities and 
other competent authorities is declaratory. Article 57 (11) states that any significant 
risks to health, safety and fundamental rights identified during the review of the sand-
box will lead to immediate risk mitigation, including the temporary or permanent sus-
pension of the testing process. National competent authorities must submit annual re-
ports to the AI Office and to the Board, from one year after the establishment of the AI 
regulatory sandbox and every year thereafter until its termination and the issue of a 
final report. Annual reports or abstracts thereof will be made available to the public 
online. 
3.3 Substantial design and exceptions 

The substantial design elements of the regulatory sandboxes are laid down in Arti-
cles 57 and 58 of the AI Act. In temporal terms, the regulatory sandboxes as envisioned 
only apply to AI systems before entering the market or service, Article 57 (5). The AI 
Act does not stipulate legal exemptions or obligations for non-enforcement. However, 
Article 57(12) specifies that authorities will not impose fines for any infringements of 
the AI Act itself, provided prospective providers adhere to the outlined plan and condi-
tions for participation, and faithfully follow the guidance of the competent national au-
thorities. There are therefore no exceptions for other areas of law. 

Unsurprisingly, given that these decisions are the responsibility of Member States, 
the AI Act makes it clear that participants in the sandbox will remain liable to third 
parties for any damage caused as a result of testing in the sandbox, Article 57 (12).  
The specific design of real-life-testing conditions remains unclear as, according to Ar-
ticle 58 (1), the exact modalities of real-world laboratories will be defined in the imple-
menting acts of the Commission. As a result, the AI Act does not regulate the important 
issues of selection criteria and eligibility, procedures and applications, or requirements 
and conditions for sandbox participation. This is unfortunate, as these are precisely the 
factors that will determine whether a regulatory sandbox will succeed. Article 58 (2) 
provides a list of goals that delegated acts must pursue, such as transparent and fair 
criteria, equal access, flexibility of the national authorities, the inclusion of other actors 
in the “AI ecosystem” such as standardisation bodies or start-ups, clear and simple 
communication of sandbox entry and exit conditions, time limits, facilitation of regu-
latory learning factors such as accuracy, robustness, security and risk mitigation 
measures for fundamental rights and society at large. These objectives, combined with 
the new instrument of sandboxes and the new requirements of the AI Act, are too vague 
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and undefined to derive a specific design. Moreover, the important decision on these 
criteria should not have been left to the Commission alone.  
The only reference to the actual design of the sandboxes is to be found outside the 
binding part of the Regulation: Recital 138 mentions that regulatory sandboxes could 
be established in physical, digital, or hybrid form and may accommodate physical as 
well as digital products. The reference to physical products is consistent with the dual-
istic regulatory approach of Article 6 AI Act which classifies AI-Systems as high-risk-
systems when they are subject under product safety law. Product safety law partly in-
cludes software systems, such as under the medical device regulation,5 but strongly 
follows a physical understanding of products which characterizes the entire AI Act.[40]  

Article 59 of the Regulation provides legal topics for discussion by providing an 
exception to the basic principle of purpose limitation of data protection under Article 6 
(1a, 4) GDPR if the conditions set out in paragraph 1 are met. For this purpose, the AI 
systems covered must be developed to safeguard a substantial public interest falling 
within the areas listed in Art. 59 (1) (a i-v). These include public safety and health, a 
high level of environmental protection, sustainable energy, safety and resilience of 
transport systems and mobility, and the efficiency and quality of public administration. 
This breach of the principle of purpose limitation for collective public interests is a 
novelty in data protection law, which continues to focus on protecting the fundamental 
rights of individuals.[41] In line with the objective of promoting innovation, SMEs 
should be given priority access to the AI regulatory sandboxes However, the participa-
tion of other companies is not excluded under the conditions of Article 62(1). This ap-
proach is not convincing, as providing the benefit of regulatory sandboxes to big tech 
companies will further increase their market power. It would have been preferable to 
restrict access to regulatory sandboxes to small, SMEs, start-ups and public organisa-
tions, which are not even mentioned in the AI Act. 
3.4 Testing outside of regulatory sandboxes  

The final version of the AI Act significantly weakened the concept of regulatory 
sandboxes for regulatory learning. In addition to the regulatory sandboxes, Article 60 
now provides the opportunity to test high-risk AI systems under real-life conditions 
outside of regulatory sandboxes. This is problematic for several reasons. First, the AI 
Act is silent on what the actual real-life conditions should be. We do know natural 
persons may be involved, as Article 60 (4 g) states that participants must be adequately 
protected where required by their age or physical or mental disability. Additionally, 
Article 61 requires informed consent from participants and Article 60 (5) stipulates that 
test participants under real conditions may terminate their participation in the test at any 
time by withdrawing their informed consent without justification and request the im-
mediate and permanent deletion of their personal data without incurring any disad-
vantage. 

Second, the possibility of testing under real-life conditions outside regulatory sand-
boxes massively weakens the potential for regulatory learning. This is not explicitly 
standardised as an objective of the Article 60 procedure, but the authority retains its 
traditional authorisation power. As a result, no expert knowledge and, above all, no new 
                                                           
5 Regulation (EU) 2017/745 of the European Parliament and of the Council of 5 April 2017 on 

medical devices, amending Directive 2001/83/EC, Regulation (EC) No 178/2002 and Regu-
lation (EC) No 1223/2009 and repealing Council Directives 90/385/EEC and 93/42/EEC. 
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knowledge about the products in question is generated. Article 76 merely stipulates that 
competent authorities must supervise tests carried out under real-life conditions in a 
sandbox. Also of concern is the notional authorisation in Article 60(4)(b) which deems 
testing under real-life conditions to be authorised 30 days after application to the market 
surveillance authority. This puts considerable pressure on the competent authorities, 
but the rule should remain that authorisation is mandatory.  

Third, Article 76 provides for the possibility of carrying out the tests under real-life 
conditions in a regulatory sandbox, which makes it much more difficult to distinguish 
between the two procedures. The conditions under which tests can be carried out under 
real conditions in the regulatory sandbox is unclear. In case of doubt, firms will opt for 
the simpler procedure outside a regulatory sandbox, with no benefit for supervisors. 

4 Criticism  

The proliferation of regulatory sandboxes is not without controversy. The recent explo-
sion in the number of sandboxes suggests that some regulators are simply setting up a 
sandbox to take advantage of this trend. However, sandboxes are only effective tools if 
they are set up with the financial and human resources to run sustainably. A report 
commissioned by the United Nations Secretary General’s Special Advocate for Inclu-
sive Finance for Development (UNSGSA) found that “around a quarter of regulators 
have launched sandbox initiatives without first evaluating feasibility, demand, potential 
outcomes, or collateral effects.”[42] 
Furthermore, criticism has focused on the potential for inadequate consumer protection, 
dilution of regulation, overly generous exemptions, and unequal treatment. Germany's 
Federal Financial Supervisory Authority (BaFin) has long rejected regulatory sand-
boxes, arguing that promoting innovation is a market matter that does not require offi-
cial involvement. Consumer groups and others have warned that regulatory sandboxes 
are bad for consumers.[43] The result could be a ‘race to the bottom’ for the least pos-
sible regulation to attract start-ups and other businesses.[44] There are also concerns that 
there will be no real exchange between authorities and companies, but that the latter 
will use the sandboxes as a regulatory discount and only for PR purposes. As sandboxes 
become more popular and more companies advertise with sandbox validation, it may 
become harder for consumers to distinguish between sandbox testing and real valida-
tion, resulting in companies and their new products being wrongly perceived as more 
trustworthy. The AI Act also provides for official confirmation of participation in the 
sandbox, which companies can then use for their own purposes, Article 57 (7). 
This could be countered, for example, by supervisory authorities such as the FCA no 
longer publishing the list of sandbox participants, but instead offering confidential ad-
vice. This is prevented however by the transparency of such administrative action re-
quired to allow a large number of applications for sandboxes, rather than providing 
confidential advice to a few selected firms. Transparency is also the only way to ensure 
effective monitoring, for example, whether criteria for approval are consistent with the 
requirements of non-discrimination. In the area of fintech, some argue regulatory sand-
boxes can lead to “riskwashing”. Brown and Piroska argue that sandboxes ease the 
introduction of fintech into society and finance to the extent that sandboxes themselves 

https://www.unsgsa.org/files/2915/5016/4448/Early_Lessons_on_Regulatory_Innovations_to_Enable_Inclusive_FinTech.pdf


12  Hannah Ruschemeier 

12 
 

become a part of a fintech-financialization apparatus that intensifies penetration into 
typically non-financialised social relations with potentially socially disruptive ef-
fects.[39] The critical analysis of fintech and regulatory sandboxes as solutionism, par-
ticularly in relation to people who do not have access to banking services,39 cannot be 
transferred seamlessly to AI and other technologies which cover a much wider range of 
applications. Nevertheless, the tendency towards solutionism is particularly clear in the 
field of AI, without first critically questioning what problems can be solved by techno-
logical innovation.[45–47] The one-sided promotion and creation of sandboxes can lead 
to the uncritical adoption of narratives and discourses from individual industries. 

All these objections are understandable and realistic. Especially in the area of digital 
technologies, it is not the promotion of innovation that has been underrepresented so 
far, but rather the lack of effective regulation. Under no circumstances should regula-
tory sandboxes be used to undermine often new regulatory requirements. The success 
of a sandbox in promoting innovation and regulatory learning, without creating loop-
holes that undermine consumer interests and other regulatory objectives, depends on its 
specific design. Well-designed sandboxes can address these criticisms and still success-
fully achieve their objectives, not only focusing on specific test runs, but also contrib-
uting their findings to the regulatory debate in a targeted way. Additionally, the current 
uncertainty surrounding regulations contributes to only a minor fraction of the chal-
lenges encountered by newcomers on the digital market. It is therefore not judicious for 
regulatory bodies to allocate excessive resources to formulating exemption policies.[27] 
Instead, their efforts should be concentrated on dismantling barriers to the debut of new 
products that are not only compliant but also have the potential to enhance welfare.  

Sandboxes should therefore, where they provide legal benefits such as exemptions 
from data protection rules, be located exclusively with the competent supervisory au-
thorities, with a focus on regulatory learning and on targeting applications that promote 
the public good. 

5 Conclusion and Outlook  

The basic idea of regulatory sandboxes is a good approach to meeting the challenges of 
digitalisation with legal means. However, the AI Act should have been bolder in its 
specific design. Regulatory sandboxes should not provide legal rebates and should be 
located exclusively within the competent authorities. The resulting benefits for firms 
and the associated costs are only justified if supervisors also benefit. Nevertheless, the 
effectiveness of the AI Act heavily relies on its enforcement and Member State imple-
mentation of regulatory sandboxes. The requirement for all Member States to have or 
be involved in an AI specific regulatory sandbox thus creates a unique opportunity to 
develop and compare best practices. Ongoing evaluation should lead to the harmonisa-
tion of standards and the adoption of sound designs. Among the many other tasks in-
volved in digital supervision, there is also a need for dialogue between competent au-
thorities. Sandboxes should not be used as a fig leaf to blindly promote innovation, 
encourage lax regulation, or create a privacy discount. Not every innovation or devel-
opment is desirable, but should be in the public interest. Sandboxes should therefore 
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focus more on regulatory learning, particularly for the benefit of regulators, rather than 
smoothing the path for companies. There is still much potential for a key focus on the 
protection of fundamental rights and individuals, e.g. with regard to stakeholder partic-
ipation.  
Finally, well-functioning sandboxes can be expanded in their scope, allowing benefits 
beyond the administration. New technologies can also be tested in a targeted way, so 
that the lessons learnt from the sandboxes can feed not only into administrative imple-
mentation, but also into future legislative processes or evaluations. Hence, legislators 
can use the results sandboxes to inform future legislation on digital topics and technol-
ogies.  
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