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"The capabilities of the large language models that merged in
public in 2022 surprised nearly everybody in the field. I believe

this new technology will prove as transformative as any
humans have ever devised, with highly unpredictable effects on
our culture. By means of token prediction, the machines have
acquired the ability to summarize large bodies of knowledge, to

reason logically about numbers and mathematics, and to
create novel work influenced by prior human work. Many

observers have been quick to criticize, pointing out errors in
reasoning and fabrications presented as facts, ignoring the

remarkable reasoning abilities that emerged from token
prediction and the relationship between fabrication and
creativity. This new technology offers insights into how
human cognition could have emerged and how it works,

particularly since the deficiencies identified by the critics are
remarkably human-like (we also make errors in logical

reasoning and fabricate facts)."

The Interviewee - Edward A. Lee

My Personal AI Mission:
I believe that the recent revolution in AI
can teach us a great deal about human

cognition. The fact that so many
capabilities that we consider fundamental,
such as the ability to use logic for deductive

reasoning, appear to emerge from token
prediction is remarkable. It suggests that
the human brain may be fundamentally a

prediction engine, and things that we
consider fundamental, such as logic, may be
just mechanisms that enhance prediction.
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My Takes on AI

Artificial Intelligence: Machine behavior that resembles human behavior and
that would generally be considered signs of intelligence.

Trust: Willingness to permit another entity or individual to take actions that
could cause harm with confidence that the actions taken will not cause harm.

Explainability: Something is explainable if it is possible to provide a human-
understandable sequence of rational deductions that lead to that something.

Essential Elements of Human Capabilities: Creativity, intuition, feelings,
introspection, and reasoning.
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The Interview

Barbara Welcome, Professor Edward Lee. Thank you for joining me for this in-
terview at the AISoLA conference. Could you start by briefly introducing yourself
and your relation to artificial intelligence?

Edward A. Sure, Barbara. I am a professor at Berkeley, where I’ve been
teaching for over 30 years. I am an engineer and a computer scientist, spe-
cializing in cyber-physical systems, which involve both computing and physical
processes. I am particularly interested "[...] one of the things that

amazes me about large language
models is that the ability to reason
logically and think about numbers
emerged from token prediction. I
think there’s a lot of potential
[here] to gain insight into how hu-
mans have developed our ability
to reason and think logically."

in AIs that are embedded in robots.
Most of my career has been highly tech-
nical, but I have written two general-
audience books that step back and ex-
amine the big picture of technology from
a more philosophical and societal per-
spective. These are, The Co-evolution:
The Entwined Futures and Humans and
Machines (2020) [3] and Plato and the
Nerd: The Creative Partnership of Hu-
mans and Technology (2017) [2]. I also had the pleasure of co-edited a volume
on Digital Humanism [8] with many excellent essays by top experts in the field.
All of these are available open access.

Barbara That sounds intriguing. Could you elaborate on the specific challenges
of AI that your research addresses?

Edward A. My research might seem a bit eclectic. I have two complementary
lines of work. My technical work is tangentially related to AI. However, about
eight years ago, I started focusing on issues around technology and society and
the philosophy of technology. I’ve written a couple of books on that topic [2, 3],
which was a transformative learning experience that pushed me to learn about
other disciplines.

Barbara Interesting. How do you perceive the role of trust in AI adoption, and
what measures do you believe are essential to ensure ethical AI use in the future?

Edward A. I’m skeptical that there are measures that will guarantee ethical
use of AI in the future. We will inevitably see a variety of uses, as we’ve al-

"[...] if the question is whether we
have AIs that exceed human ca-
pabilities, we certainly do."

ways seen with any powerful technology.
I think humans are the more concerning
part of the equation for me [4]. Humans
have a rather grim track record of using

technology against one another. I’m fairly certain that AI won’t be an exception,
and humans will find creative ways to use it against each other.
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Barbara What are your thoughts on the idea of making large language models
available open-source? Do you find that risky?

Edward A. That’s a thought-provoking question. I’m a strong believer in open
source as it enables the exploration of technology for a wide range of applications,

"I’m skeptical that there are mea-
sures that will guarantee ethical
use of AI in the future."

both good and bad. I believe many po-
tential positive applications are enabled
by open sourcing these AIs, which might
not otherwise be possible due to lack of

commercial viability. Moreover, I have argued before that it is an illusion that we
humans have much control over the trajectory of the technology [3, 4]. Keeping
the mechanisms hidden is probably a fool’s errand. So, despite the risks, I’m
very much in favor of making these AIs open source.

Barbara Regarding the future capabilities of AI, on a scale from 1 to 10, where 1
represents current dedicated AI systems solving specific problems, like ChatGPT
or DALL-E, and 10 represents artificial general intelligence systems surpassing
human capabilities. What do you think will be possible and what should we pre-
pare for?

Edward A. Honestly, I believe we already have the whole range, from 1 to
10. I’m not fond of the term artificial general intelligence, but if the ques-
tion is whether we have AIs that exceed human capabilities, we certainly do.
For instance, if you interact enough with "Currently, the key difference be-

tween ChatGPT and human cog-
nition is that the AIs are not em-
bodied."

ChatGPT, its breadth of knowledge is
something no human can match. But in
some ways, this is not new with technol-
ogy. Every useful technology is beneficial
because it exceeds human capabilities in some way. We’ve always used technology
as an intellectual and physical prosthesis, and I think AI will be no different.

Barbara Do you think it becomes even more concerning if we start integrating
AI into robots which then start to move in the real world where we also operate?

Edward A. I believe that will probably be the next significant phase in the
development of these large neural network- based models. The term people use
for this is embodied robotics. Currently, the key difference between ChatGPT
and human cognition is that the AIs are not embodied [6]. They don’t have a
body to interact with the physical world. However, that’s going to change rather
quickly. Many people are working on applying this technology in robotics. I find
it both scary and exciting. I think we are likely going to see robots that are
extremely adept at manipulating things, which has been a significant challenge
in robotics.

Barbara Looking into the future and the potential impact AI will have, where
do you see yourself on the utopian- dystopian spectrum that is often discussed
in public?
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Edward A. My view is that things are going to change, and there’s no question
about that. This technology will affect our culture in very unexpected ways. It

"[As numerous AI-generated] pa-
pers are used to train the next
generation of AIs, a feedback loop
emerges that can result in AIs
whose knowledge base is largely
fabricated."

will change the role of humans and how
we interact with our world. It’s hard to
predict how. We need to make every ef-
fort to ensure that we function syner-
gistically with this technology. I’ve been
involved in an initiative called the Digi-
tal Humanism Initiative [8, 9], which fo-
cuses on how we can keep the interests

of humans at the forefront of the evolution of technology and the changes in
human culture that come with it. It’s a tremendously challenging problem.

Barbara Could you give examples of specific challenges you’re currently ad-
dressing in this group?

Edward A. One particularly striking challenge is regulating AI. It’s a tremen-
dous challenge. It’s hard to even define the terminology needed to create legal
constructs to work with this technology. I believe we need to put some effort
into figuring out how to do this because any powerful technology requires soci-
etal control and regulation. This is no exception, and we don’t know how to do
it currently.

Barbara How do you view the challenge that technology-push often brings us
into settings in which we are confronted with new challenges for which we do
not have suitable regulation yet. It is the nature of this kind of progress that
regulation always lags behind as technology first needs to impact society before
we can find ways to regulate it.

Edward A. I can’t give you a definitive answer to that question as I’m not a
public policy person or a legal scholar. I respect people who are tackling those
problems. I see my role as helping them understand the technology better so
they can be more realistic about how it’s going to function in society and what
the possible risks and benefits are.

Barbara Are there specific challenges or research questions you think we should
tackle together in an interdisciplinary fashion? If so, which disciplines would be
suitable in your opinion?

Edward A. There are many opportunities. I’m personally excited about inter-
acting with people in psychology. I think there’s a lot to learn about human
cognition by observing how AIs have evolved and are changing [5]. For instance,
one of the things that amazes me about large language models is that the ability
to reason logically and think about numbers emerged from token prediction [1].
I think there’s a lot of potential to gain insight into how humans have developed
the ability to reason and think logically by observing how AIs have developed
similar abilities from language models.
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Barbara From your perspective, what is your vision for AI that we as a society
or people should tackle in the future?

Edward A. That’s an extremely broad question. I would like to see the term
AI changed to IA, which stands for intelligence augmentation. I would like us
to work with machines in a synergistic way, using them as cognitive enhancers
to improve our abilities. I hope we can use them to improve our research in
medicine, address climate change, and make our society fairer. The AIs learn hu-
man biases and prejudices, but they also

"Humans have a rather grim track
record of using technology against
one another. I’m fairly certain that
AI won’t be an exception, and hu-
mans will find creative ways to use
it against each other."

expose them. We can use this to better
understand our culture and maybe find
ways to mitigate these problems. I’m op-
timistic about the positive uses of AI.
However, I also acknowledge the poten-
tial for negative uses. As a society, we
will have to be proactive about curbing
these uses. We may have to be reactive in some cases. When bad things happen,
let’s adjust and try to correct the course as much as possible. One challenge that
I would like to highlight concerns what happens when more of the data used to
train AIs is generated by the AIs themselves. Today, the AIs are trained mostly
with human-generated data. But it seems inevitable that that will change. Even
this interview has been edited by an AI and will become training data for the
next generation. More seriously, recent studies show an increasing number of
sham academic papers, which are written largely by AIs, being published [7].
As these papers are used to train the next generation of AIs, a feedback loop
emerges that can result in AIs whose knowledge base is largely fabricated. If,
while this happens, society gives more trust and responsibility to the machines,
we could end up in a very bad place.

Barbara Is there anything else you would like to add to this interview?

Edward A. Perhaps just a comment that the group of people brought together
by this conference (AISoLA, 2023) is exactly what we should be doing more of.
We have a mix of computer scientists, psychologists, philosophers, and histori-

"One particularly striking chal-
lenge is regulating AI. [...] It’s
hard to even define the terminol-
ogy needed to create legal con-
structs to work with this technol-
ogy."

ans. I believe these cross-discipline inter-
actions are essential. The emergence of
these neural network-based AIs is some-
what new for computer science because
their behavior is harder to explain and
understand than most of what computer
science has dealt with. These other dis-
ciplines are more accustomed to dealing

with complex systems. They have methodologies that are new to computer sci-
entists that we could learn from. I believe conferences like this really help with
that.
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Barbara Do you think it would be useful to derive a few questions that seem
critical to AI and AI development and then ask different disciplines to work on
those questions collaboratively?

Edward A. There’s a lot of potential there. I still see many gaps. I hear thought-
ful ideas that I can immediately recognize won’t work because that’s not how the
AIs work. I’m sure they hear ideas from me that they know won’t work because
I don’t understand societal systems the way they do. The only way we can close
those gaps is by getting people to talk to each other.

Barbara Thank you very much for your time, Edward, and for your insights.
I wish you a great time at AISoLA and hope you enjoy the conference and its
interdisciplinary discussions.

Edward A. Thank you very much. I appreciate it.
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The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line
to the material. If material is not included in the chapter’s Creative Commons
license and your intended use is not permitted by statutory regulation or exceeds
the permitted use, you will need to obtain permission directly from the copyright
holder.


