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"AI is a powerful man-made tool which should be used to
improve and support our lives. It should help us achieve the
global human goals by promoting health, combating poverty

and fighting for our climate."

The Interviewee - Martin Wirsing

My Personal AI Mission:
Explore and foster the use of LLMs for

systematic development of safe
software systems. In “LLM-assisted

Software Engineering” [1] an LLM acts
together with other supporting bots

and tools to help the human developers
in all phases of the software lifecycle.

My Takes on AI

Artificial Intelligence (AI): AI is the ability of a machine to display human-
like capabilities such as reasoning, learning, planning and creativity [10].

Trust and Trustworthy AI: Trust refers to the “assured reliance on the char-
acter, ability, strength, or truth of someone or something.” [11] Trustworthy AI
should have the properties of being: (1) lawful - respecting all applicable laws
and regulations; (2) ethical - respecting ethical principles and values; (3) robust
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- both from a technical perspective while taking into account its social environ-
ment [9].

Large Language Model (LLM): A language model is a mathematical model
for analyzing and constructing texts in natural language. An LLM is a large-
scale, pre-trained, statistical language model based on neural networks [4].

Essential Elements of Human Capabilities: Life; bodily health; bodily in-
tegrity; senses, imagination and thought; emotions; practical reason; affiliation;
other species; play; and control over one’s environment are the 10 “central human
capabilities” that are needed for “the dignity of a human being” [5].

Global Human Goals: In 2015 the United Nations defined 17 world develop-
ment goals called the Sustainable Development Goals with the aim of "peace
and prosperity for people and the planet, now and into the future” [12].
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The Interview

Barbara I am delighted that Professor Martin Wirsing is sitting here with me.
Could you please briefly introduce yourself and your relationship to artificial in-
telligence?

Martin Thank you. I’m delighted to be here. As you mentioned, my name
is Martin Wirsing. I’m an emeritus professor at LMU Munich, specializing
in computer science, specifically in soft-

"My greatest fear is that politi-
cians may misuse AI. They might
claim that their AI system is an
AGI which is superior to humans,
and therefore, humans should fol-
low [their] directives."

ware development and formal methods.
I’ve been involved with artificial intelli-
gence for at least 30 to 40 years. My pri-
mary focus has been on symbolic meth-
ods such as logic and constraint reason-
ing. Sub-symbolic methods like neural
networks are relatively new to me. We
strive to develop safe systems in artificial intelligence and ensure that AI tools
are safe for users, among other applications.

Barbara Can you give one or two examples of research questions you are cur-
rently addressing in artificial intelligence?

Martin Let me mention two research questions. The first involves learning al-
gorithms. If I examine the output of a learning algorithm, for instance, in deci-

"I’m apprehensive about AGI. I
don’t believe machines can truly
express genuine emotions, though
they can simulate them."

sion support, I want to ensure the deci-
sions are safe and within a well-defined
boundary to prevent unsafe actions (see
e.g. [7]). The second question relates to
my main field of software development.
How can we enhance software develop-

ment with learning tools, specifically with LLMs? Will LLM-Assisted Software
Engineering profoundly change the way develop software? [1]

Barbara Is the role of trust in AI adoption related to your first research ques-
tion?

Martin Yes, trust is crucial in AI. Trust is a vital component of human rela-
tionships, but since LLMs behave like agents, it becomes a top priority. Trust
is derived from quality. This encompasses many aspects, for example, that a
system should consistently provide accurate answers and prove to be reliable.
These quality attributes are essential for software and should also be met by AI
systems. Otherwise, they won’t be truly useful or widely adopted.

Barbara Would you suggest that we start using AI in areas where we can control
the outcome? Basically, in contexts where we know the correct results or where
we have clear expectations that put us in a position of greater control.

Martin It really depends on the applications. As researchers, we are involved
in applications across all fields. We aim to make these systems usable, and they
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become usable when quality is built into them. AI systems are less predictable
than other systems, so we need to apply special validation and verification tech-
niques.

Barbara What do you think is the role of ethics in the adoption of AI? Do you
have any important measures in mind that you would suggest?

Martin Indeed, ethical considerations are paramount to me and they should be
taken into account right from the requirements stage. When developing a system,
we should question the ethical values the system should embody (see e.g. [9]).
This way, we can put safeguards and shields in place during development and
we can ensure that the AI systems align with the ethical requirements.

Barbara If you look at AI and its potential future capabilities on a scale of 1
to 10, where 1 represents the artificial intelligence systems like ChatGPT that
we see today, which are dedicated to a concrete context and functions, and 10
represents something like an artificial general intelligence (AGI) system that sur-
passes human capabilities. What do you think will be possible?

Martin Well, I would say around 6. Software has always, in some ways, sur-
passed human capabilities. It started with something as simple as a pocket cal-
culator, which performs multiplication – i.e. some form of reasoning - far better
than I can by hand. So, software and software systems have always excelled
in specific fields compared to humans. With AI, these fields expand. There are

"AI systems are less predictable
than other systems, so we need to
apply special validation and veri-
fication techniques."

many areas where, due to AI, software
can now outperform humans. Games like
chess and Go [6] are examples; LLMs are
able to perform impressive conversations
(see also [4]). However, it’s certainly not
artificial general intelligence. I’m appre-

hensive about AGI. I don’t believe machines can truly express genuine emotions,
though they can simulate them. I believe we will need and use AI for many dif-
ferent applications, but not for dictating our actions.

Barbara So it’s more about how people adopt AI, rather than that AI will or
should become autonomous?

Martin Yes, autonomous systems are a crucial field. I’ve worked on this for
several years (see e.g. [7, 8]). We need autonomous machines that support us in
our daily live and in our jobs. However, my greatest fear is that politicians may
misuse AI. They might claim that their AI system is an AGI which is superior
to humans, and therefore, humans should follow the directives of the AGI (see
e.g. [2]). So politicians could abdicate responsibility, treating the machine as an
infallible entity. But ultimately, it’s their responsibility to guide their country,
and they shouldn’t treat machines as infallible. This horrifying scenario could
be exploited by authoritarian politicians, and I’m firmly against it.
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Barbara That brings me to my next question. Many theoretically possible fu-
ture scenarios are being discussed today. They range from dystopian to utopian.
Where would you position yourself?

Martin I believe AI, like any form of software, should enhance and support our
lives. AI should help us achieve the global human goals [12]. We need to promote
health, combat poverty, and fight for our climate. AI could be an invaluable tool
for these issues, as it enables us to solve more complex problems than we were
able to before.

Barbara Because AI addresses these challenges in a more holistic way, or why
would AI be helpful in these cases?

Martin Yes, it is a holistic approach which encompasses many different fields.
AI is software, and this software should be used together with engineering solu-
tions and social and political measures. "When developing a system, we

should also question the ethi-
cal values the system should em-
body."

Computer scientists don’t create the ap-
plications; they come from other fields.
Software engineers always need to col-
laborate with other fields. To solve these
huge problems, computer scientists need to cooperate with scientists from many
other disciplines.

Barbara That leads me to my next question. Reflecting on the last few days,
what are some insights that were particular surprising or interesting to you?

Martin The discussion about ethical AI is very important. We also need to
understand and discuss the EU regulations. I believe we should discuss these
issues with our students. In their education, students need to learn about ethical
aspects and how to incorporate them into systems.

Barbara Is there a specific research question or topic that you would like to see
addressed by multiple disciplines? If so, which disciplines should be involved?

Martin As a software engineer, I’ve worked on systems for predicting various
outcomes. For instance, for predicting how climate and land use will change in a
region like Bavaria, you need to collaborate with many disciplines, including me-
teorologists, plant scientists, economists, and tourism experts [3]. For all major
and important applications, we need cooperation between different disciplines.

Barbara From your personal perspective, what should be the AI vision?

Martin As I mentioned earlier, AI should be used to enhance our lives and help
to solve the world’s global problems.

Barbara Do you have anything to add?

Martin No, thank you. I enjoyed our discussion. I wish you all the best and
success in your career, whatever you choose to do.

Barbara Thank you, Martin, for your time and your perspective on AI. Enjoy
the rest of the conference!
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Martin You’re welcome.
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Open Access This chapter is licensed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/
licenses/by/4.0/), which permits use, sharing, adaptation, distribution and
reproduction in any medium or format, as long as you give appropriate credit to
the original author(s) and the source, provide a link to the Creative Commons
license and indicate if changes were made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line
to the material. If material is not included in the chapter’s Creative Commons
license and your intended use is not permitted by statutory regulation or exceeds
the permitted use, you will need to obtain permission directly from the copyright
holder.


